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Lessons in Disaster
Learning from Data Breaches
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“On l y  a f te r  d i sas te r  can  we  be  resu r rec ted .”
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Tyler Durden
Fight Club 1999 Chuck Palahniuk
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Sidney Dekker, The Field Guide to Understanding Human Error 
When we blame the people, we miss the chance to learn

HHUUMMAANN  EERRRROORR is never the cause. 

It is a symptom of underlying SSYYSSTTEEMMIICC  PPRROOBBLLEEMMSS

HH II NN DD SS II GG HH TT bbiiaass
The exaggerated ability to predict and prevent the disaster

OO UU TT CC OO MM EE bbiiaass
Knowing the outcome tends to lead to harsh judgment

TT II MM EE bbiiaass
The tendency to focus on the most recent factors
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On July 23 1983, Air Canada 143 was a passenger flight between Montreal and Edmonton. Midway 
through the flight at an altitude of 41,000 feet, the plane ran out of fuel. 



m b s a n g s t e r . c o mPriveleged and Confidential
6

The crew was able to glide the Boeing 767 aircraft safely to an emergency landing at a former 
Air Force base in Gimli, Manitoba. There were only minor injuries. This unusual aviation incident 
earned the aircraft the nickname "Gimli Glider.”

On July 23 1983, Air Canada 143 was a passenger flight between Montreal and Edmonton. Midway 
through the flight at an altitude of 41,000 feet, the plane ran out of fuel. 
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Initially hailed as heroes, following the airline’s internal investigation, Captain Pearson 
was demoted for six months and First Officer Quintal was suspended for two weeks for 
allowing the incident to happen. Three maintenance workers were also suspended.
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EE MM EE RR GG II NN GG
T E C H N O L O G Y

GG LL AA SS SS   CC OO CC KK PP II TT
F L Y - B Y - W I R E

TT WW OO   PP II LL OO TT SS
R E D U C E D  C R E W

NN OO VV EE LL
A I R C R A F T  D E S I G N

AA VV II AA TT II OO NN
T H R E A T S

HH UU MM AA NN   EE RR RR OO RR SS
M I S C A L C U L A T I O N S

OO BB SS OO LL EE TT EE
G O V E R N A N C E

MM EE CC HH AA NN II CC AA LL
F A I L U R E S

AA CC CC OO UU NN TT AA BB II LL II TT YY
F A A  +  N T S B

RR EE GG UU LL AA TT OO RR YY   C H A N G E S
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AA CC CC OO UU NN TT AA BB II LL II TT YY
C O M P L I A N C E  +  C O N T R A C T S

SS OO PP HH II SS TT II CC AA TT EE DD
T H R E A T S

MM AA LL WW AA RR EE
A S - A - S E R V I C E

HH AA NN DD SS -- OO NN
K E Y B O A R D

CC UU LL TT UU RR AA LL
E N G I N E E R I N G

EE MM EE RR GG II NN GG
T E C H N O L O G Y

AA CC CC EE SS SS
R E M O T E  W O R K E R S

AA SS SS EE TT SS
C L O U D - B A S E S

WW OO RR KK LL OO AA DD SS
D I S T R I B U T E D

Research courtesy of eSentire, Inc.
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U S I N G  Y O U R  O W N  T O O L S

H A N D - O N - K E Y B O A R D1
F 5 0 0  B U S I N E S S  P R A C T I C E S

M A LWA R E  A S - A - S E RV I C E2
T H E Y  U N D E R S TA N D  Y O U R  B U S I N E S S

C U LT U R E - B A S E D  AT TA C K S3

SSTTAATTEE--SSPPOONNSSOORREEDD actors move down stream 

while OORRGGAANNIIZZEEDD  CCRRIIMMEE grows in ferocity and coordination

Research courtesy of eSentire, Inc.
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On 23 April 2010, 43 days behind schedule, two massive explosions ripped 
through the Deepwater Horizon, a $560 million offshore drilling rig.

While most of the crew escaped with their lives, 11 people were later 
presumed dead. After 83 days of uncontrolled flow, more than five million 
barrels of oil led to the largest environmental disaster in history, causing 
immense damage to the Louisiana cost and Gulf of Mexico. 

The estimated cost of this event is somewhere around 65 billion.

Initial investigations pointed to operator error.

https://vfxblog.com/2016/11/22/ilm-is-on-fire-with-deepwater-horizon/
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Deepwater Horizon

Riser

Blowout Preventor (BOP)

Well Head on the Sea Floor @ 5,000 feet

Cement Cap in Oil bearing Rock at 18,360 Feet

Cement cap failed to stop flow of oil 1

2 Operators misinterpreted pressures 
tests and explained the reading as a 
known effect

3 Oil and gas flowed up the riser and 
went unnoticed for 40 minutes, and 
flowed over the lower decks

4 Oil and gas flowed into the engine 
intakes and caused an explosion

4

5 Multiple elements and mechanisms 
in the BOP failed to stop the flow of 
hydrocarbons

2

5

1

3
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https://en.wikipedia.org/wiki/Deepwater_Horizon_explosion

EE MM EE RR GG II NN GG
T E C H N O L O G Y

O P E R A T O R  E R R O R S
” B L A D D E R  E F F E C T ”

DD RR II LL LL II NN GG   DD EE PP TT HH
U N T E S T E D  M E T H O D S

SS AA FF EE TT YY   MM EE CC HH AA NN II SS MM
F A I L E D  T O  F U N C T I O N

SS UU PP PP LL YY   CC HH AA II NN
R I S K S

CC EE MM EE NN TT   CC AA PP
U n t e s t e d  M i x

CC OO MM MM UU NN II CC AA TT II OO NN SS
E R R O R S  /  O M I S S I O N S

CC HH AA II NN   OO FF   CC OO MM MM AA NN DD
C O N F I C T S

AA CC CC OO UU NN TT AA BB II LL II TT YY
U S C G  +  B P  +  C o n g r e s s

DD RR II VV EE RR SS   B U D G E T  +  S C H E D U L E
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44%
Experienced a third-party material breach

32%
Lack resources to audit third parties

15%
Were notified by the third party responsible

Third-party risk reality

Research courtesy of eSentire, Inc.
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Public references

Supply Chain Security Guidance

Department of Financial Services

NYCRR 500 Section 11
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M E A S U R E

1. Identify Assets and Obligations

2. Define Risk Appetite

3. Conduct Risk Assessments

4. Analyze Results and Risks

5. Define Defensive Requirements

PREVENTION
M I N I M I Z E

1. Define Supply Chain Policies

2. Develop Due Diligence Tools

3. Establish Periodic Validation

4. Raise Security Awareness

5. Encourage Improvement

POLICIES
M I T I G AT E

1. Contractual Obligations

2. Demark Responsibilities

3. Establish Minimum Standards

4. Document Notifications

5. Representations/Warranties

PROMISES

The 3Ps of third-party risk
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In 1977, the iconic Citicorp Tower was built in New York City. The tower relied on special chevron-
shaped structural supports to accommodate the cantilevered design.

A year later, a student at Harvard calculated that the tower could collapse in a typical hurricane 
force wind. The student and school sent their findings to the designers.
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LEFT: https://amazing.zone/citigroup-center-skyscraper-collapse-averted-by-student-s-phone-call
RIGHT: http://www.bobybarra.com/blog/2015/10/16/remarkable-engineering-almost-a-disaster-citicorp-tower-nyc
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After agonizing over their impending reputational ruin, the architect and structural engineer 
confessed to the building owner and city officials. Secretly at night, workers reinforced the 
skyscraper’s structure over a three-month period, while city planners raced to put an emergency 
plan into place. 

This story remained a secret for nearly twenty years, when it was finally exposed by New Yorker 
Magazine in 1995.
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EE MM EE RR GG II NN GG
T E C H N O L O G Y

BB UU II LL DD II NN GG   CC OO DD EE SS
I N S U F F I C I E N T

M I S L E A D I N G
P U B L I C  S T A T E M E N T S

P U B L I C  S A F T E Y  
I S S U E S

SS UU PP PP LL YY   CC HH AA II NN
R I S K S

VV EE NN DD OO RR   CC HH AA NN GG EE SS
B O L T S  N O T  W E L D S

A G R E E M E N T
C I T I  B A N K  +  B U I L D E R

D I S C L O S U R E
P E R S O N A L  R U I N

AA CC CC OO UU NN TT AA BB II LL II TT YY
C I T Y  O F  N E W  Y O R K  +  A R C H I T E C T S  A S S O C .

OO BB LL II GG AA TT II OO NN SS   E T H I C S
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...described the situation as one in which a staffer “shared” personal 
information of 2.7 million people. (later increased to 4.2 million)

John MacFarlane · CBC News · Posted: Nov 01, 2019 10:44 AM ET | Last Updated: November 1, 2019
Guy Cormier, president and CEO of Desjardins Group, speaks during a news conference in Montreal Friday, explaining the data theft is much larger 
than first thought. (Ivanoh Demers/Radio-Canada)
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The data breach was tied to the detection of “an outside individual” who was able to get 
unauthorized access to personal information from Capital One credit card customers.
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Cybersecurity is not an IT Problem to solve... 

It’s a Business Risk to manage.

1

Understand
your role

2

Conduct
awareness training

3

Test Employees
friendly phishing

5

Establish
controls + governance

Report
suspicious emails

4
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Leadership: Finding factors not fault

A W A R E N E S S
Understand the impact of cyber 
risks and trends, experiencing 
business impact of a breach and 
exposing personal risks

1
R I S K
Identifying non-public assets, 
protected data, and documenting 
regulatory and contractual 
obligations

2
P R O G R A M
Establishing budget, staffing and 
programs that align to overall 
business risk priorities
3

R E P O R T I N G
Annual planning, quarterly 
reporting, dashboards and 
peer/industry comparisons of 
performance

4
I N C I D E N T S
Understanding incident response, 
board roles, critical business 
decisions, reporting to authorities 
and crisis communications

5
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Ask what is responsible not who

Understand why they made their decision

Seek forward accountability

it’s a simplification...But the case isn’t closed. It’s barely open. It’s time to stop 

blaming one actor and look deeper at the systemic causes.
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Linkedin/in/mbsangster

@mbsangster

@cyber_mbsangster

mbsangster.com

mark@mbsangster.com

I can't think of anyone better qualified to tell 
cybersecurity war stories than Mark. This book is 
a riveting read, filled with details that people 
don't normally get to hear about.

Danny Bradbury,
Dark Reading

Mark’s book gets to the root causes of why there 
is no safe harbor for any of us. Each chapter lists 
practical cyber security steps we should all take –
starting today!

Mike StJohn-Green,
Independent Cybersecurity Consultant

Mark’s advice could not have arrived at a more 
propitious moment. The book reads like a 
collection of short stories, all revolving around a 
central theme: Cybersecurity is a business risk.  
This book should be essential reading for senior 
management and corporate directors.

Kenneth Rashbaum, 
Partner, Barton LLP


